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ABSTRACT

Unmanned systems have been cited as one of the future enablers of all the services to assist the warfighter in
dominating the battlespace. The potential benefits of unmanned systems are being closely investigated — from
providing increased and potentially stealthy surveillance, removing the warfighter from harms way, to reducing
the manpower required to complete a specific job. In many instances, data obtained from an unmanned system
is used sparingly, being applied only to the mission at hand. Other potential benefits to be gained from the data
are overlooked and, after completion of the mission, the data is often discarded or lost. However, this data can
be further exploited to offer tremendous tactical, operational, and strategic value. To show the potential value
of this otherwise lost data, we designed a system that persistently stores the data in its original format from the
unmanned vehicle and then generates a new, innovative data medium for further analysis. The system streams
imagery and video from an unmanned system (original data format) and then constructs a 3D model (new
data medium) using structure-from-motion. The 3D generated model provides warfighters additional situational
awareness, tactical and strategic advantages that the original video stream lacks. We present our results using
simulated unmanned vehicle data with Google Earth™ providing the imagery as well as real-world data, including
data captured from an unmanned aerial vehicle flight.
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1. INTRODUCTION

Vast amounts of data is collected by electro-optical (EO) sensors on manned and unmanned assets deployed
around the world with a concentration of the collections in areas of national interest. The sensor data is
natively generated and stored in a temporal format which makes post mission analysis grow exponentially
as additional sensor data from additional platforms is collected, assuming the analysis is performed only by
humans. Additionally, humans are not efficient at correlating numerous sensor streams from multiple viewing
angles collected over time.

Structure-from-motion (SfM)!™ is a computer vision method that builds a spatial model from the set of EO
temporal data collected by the sensors on an object, or area of interest. This concept has the benefit of building
a three-dimensional (3D) model from the two-dimensional (2D) imagery, condensing hours of collected data into
a concise representation. Additional collections increase the model fidelity without increasing an analyst’s (or
any other user’s) view time and it may be related to other geo-spatial tracks, as well as other data.

SfM requires a large amount of computation time which may be reduced through distributed computation. As
the density of the computation and storage increases, the application of SfM will push closer to the source of the
data. This enables forward deployed applications, such as a Special Forces team flying a small unmanned aerial
vehicle (UAV) around a ship prior to boarding. Additionally, as centralized data repositories are made available
through an open architecture and network bandwidth optimizations, SfM will enable a more effective way to
view massive amounts of information. The application of SfM is of particular interest to open architectures such
as SSC Pacific’s UxV to the Cloud via Widgets, as described by Nguyen et al..?
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This paper discusses the application of SfM to three scenarios and data sets designed to mimic a forward
deployed operation. The first dataset is a simulated UAV video capture of Petco Park in San Diego, CA, taken
from Google Earth™. The second dataset consists of frames taken from a recent media video release of a Littoral
Combat Systems ship in an open ocean environment. The third dataset was taken in-house from a GoPro®
camera mounted on a quadcopter collecting video of a grouping of several objects (palette, tire, hoses, etc.). The
purpose of this scenario is to simulate a remotely operated, semi-autonomous unmanned discovery of a potential
improvised explosive device (IED).

and consists of video taken of a grouping of several objects (palette, tire, hoses, etc.) to simulate a scenario
of a remotely operated, semi-autonomous unmanned discovery of a potential improvised explosive device (IED).

2. BACKGROUND AND METHODOLOGY

In this section, a brief background into structure-from-motion (SfM) will be followed by a high-level description
of our 3D model generation pipeline using SfM and post-processing methods.

2.1 Structure-from-motion (SfM)

The main component of 3D model generation for our system is SfM. We utilize the open-source and freely
available SfM application known as VisualSFM.%7 VisualSFM is an end-user, “off-the-shelf” implementation of
SfM that is easy to configure and used for most 3D model generation applications from imagery. While the usual
interface with VisualSFM is through their graphical user interface (GUI), we will be utilizing their command
line implementation which allows us to make the SfM application accessible through a user interface integrated
with the rest of our system.’

There are two types of 3D model generation available within VisualSFM; sparse and dense reconstruction.
Sparse reconstruction begins by computing SIFT” features of each of the images, using a GPU-enabled imple-
mentation® to increase speed performance. Next, VisualSFM performs SIFT image feature matching between
the images by comparing the SIFT descriptors between the images and accepting a match if the distance between
two descriptors is less than a specified threshold. Bundle adjustment is then used to refine the 3D coordinates
of the point clouds as well as the parameters and positions of the “cameras” in the scene used to solve for the
sparse reconstruction.’

Dense reconstruction in VisualSFM consists of utilizing multi-view stereo algorithms to take the outputs of the
sparse reconstruction and combine the point clouds into a single, more dense point cloud. In the results section
of this paper, the “sparse” result presented is simply the first (but sometimes only) sparse model generated
by VisualSFM. The method for dense reconstruction utilized by VisualSFM is that of Furukawa et al..!0>1!
In addition to the multi-view stereo step, a “bundle adjustment” step is again performed as in the sparse
reconstruction.

Figure 2b shows an example result of the sparse reconstruction step in VisualSFM while figure 2c shows the
dense reconstruction from the same dataset. The result in the dense reconstruction case is less than desirable,
which leads to the discussion in the next section of post-processing steps to improve and “clean” the 3D model.

2.2 Post-processing

In several of our experiments, VisualSFM would produce an acceptable 3D model during the sparse reconstruction
phase with a very minimal number of 3D points. However, the resulting dense reconstruction model would contain
many spurious and erroneous 3D points due to confusion in the SIFT matching and bundle adjustment steps.
Therefore, post-processing of the dense reconstruction may be required to yield a higher fidelity 3D model. We
utilize the Point Cloud Library (PCL)!? and Meshlab'3 to implement the post-processing steps outlined below.

The sparse reconstruction more accurately represents the underlying geometric structure of the true 3D
model, since it has a more strict threshold for the SIFT matching and bundle adjustment steps. Therefore, the
idea is to use the sparse model as a reference for cleaning the noisier dense reconstruction. First, we remove
statistical outliers from the sparse reconstruction in the following manner. For each point, the mean distance
to it’s k nearest neighbors is calculated, assumed to follow a Gaussian distribution, and then removed from the
dataset if outside the selected standard deviation,' producing a filtered version of the sparse model. Next, the



goal is to remove points from the dense reconstruction that are far from this filtered sparse model. For every
point in the dense reconstruction, we find it’s nearest point in the filtered sparse reconstruction and record that
FEuclidean distance. Then, any point whose distance exceeds the specified threshold is removed from the dense
model, resulting in a clean dense reconstruction.

3. RESULTS

This section will present the findings of the VisualSFM application along with the post-processing results on the
three datasets: Petco Park, LCS, and Palette.

3.1 Petco Park: Simulated Data from Google Earth™

The Petco Park dataset was taken from a flight simulator programmed to fly in a pattern over Petco Park in
San Diego, CA, using Google Earth™ as the visual feedback. This simulated dataset depicts a set of imagery of
what might be collected if a UAV platform was to actually fly over Petco Park. This scenario provides us an
idea of capabilities of 3D model generation in a forward deployed reconnaissance mission using SfM.

Example images of the Petco Park dataset are shown in Figure 1a. The sparse and dense reconstructions are
shown in Figures 1b and lc, respectively. To get a feel for how this 3D data might be used, three other views
of the dense reconstruction are shown in Figures 1d, le, and 1f. For instance, in Figure 1f, you can zoom in
to see the relative heights of buildings with respect to Petco Park, so if you knew any of the buildings’ heights,
or the heights of the doorways or other features in the model, then you could compute the absolute of height
of Pecto Park and surrounding buildings. Note that since the dense reconstruction model is sufficient, no other
post-processing is performed on the point clouds for the Petco Park data.

3.2 LCS: Littoral Combat Ship (LCS) Video

The LCS dataset is taken from a publicly available video'® (Copyright held by the United States Navy) and
depicts an LCS ship performing several maneuvers on open ocean water. Frames are extracted from this video
to form the imagery dataset and three examples of this dataset are shown in Figure 2a. These frames are then
fed into VisualSFM and the post-processing pipeline. Examples of the sparse and dense reconstructions, along
with the clean point cloud after post-processing, are shown in Figures 2b, 2c, and 2d, respectively.

Due to the confusion in SIFT feature matching across the images because of the ocean state, there is a lot
of noise and error in the dense reconstruction. In other words, since the state of the ocean is changing rapidly
between frames, the dense reconstruction algorithm incorrectly includes SIFT matches between water patches
because of their visual similarity, even though they are clearly not related between frames to our human eyes.
This is caused by the threshold parameter that can be difficult to set in imagery such as this. Therefore, the post-
processing steps outlined in Section 2.2 are used to clean the point cloud generated by the dense reconstruction.
The results can be seen in other views of the cleaned reconstruction in Figures 3a, 3b, and 3c.

3.3 Palette: GoPro® Video from a Quadcopter

To form the Palette dataset was taken in-house from a GoPro® mounted on a quadcopter. The quadcopter was
programmed to fly around the pile of various objects, such as a palette, tire, and hoses, and record video during
the flight. Then, the imagery was extracted for our 3D model generation pipeline. Examples of the imagery
are show in Figure 4a. The resulting sparse and dense reconstructions, along with the clean point cloud after
post-processing, are shown in Figures 4b, 4c, and 4d, respectively.

In these results, the dense reconstruction does not exhibit the same noise artifacts as seen in the LCS dense
reconstruction, however the Palette dense reconstruction does include 3D points in the final model that are
not helpful for visualizing the objects of interest. Therefore, the post-processing steps were again applied and
additional views of these clean reconstructions can be seen in Figures ba, 5b, and 5c. As you can see from
these figures, a single 3D model can encapsulate and summarize a stream of video into a single product which
may be very useful for object identification, which could mean the difference between correctly and incorrectly
identifying an IED in a forward deployed environment.



4. CONCLUSION AND FUTURE WORK

While the rate of EO sensor integration into manned and unmanned platforms continues to grow, the number of
analysts and operators needed to monitor and analyze the imagery created from the platforms remains static, at
best. Additionally, the sensors themselves are growing in complexity by increasing the resolution, frame rates,
and functionality, resulting in an even larger and more complex dataset than the operators and analysts currently
encounter. Therefore, the need for automatically summarizing large amounts of imagery and other data into
meaningful products that users are quickly and easily able to consume is growing dramatically. In this paper, we
have presented one such method known as structure-from-motion (SfM). SfM takes in the collected imagery and
produces a 3D model of an object or area of interest for tactical planning, object identification, and many other
applications. We have presented the results of on three datasets; one simulated and two of real-world imagery.
The results demonstrate the effectiveness of the SfM approach at summarizing a large, difficult to digest, amount
of information into a product that may expose information that the 2D imagery was not able to display. Future
work in this area is to better understand the computational complexity more clearly at each of the steps and
work towards increasing the speed to improve the integration into real-time and near real-time systems.
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(b) Petco Park: sparse (c) Petco Park: dense

(d) Petco Park: dense top view (e) Petco Park: dense 45° view

(f) Petco Park: dense side view
Figure 1: Petco Park: (a) Example images from the dataset and example views of the (b) sparse and (c) dense
resulting point clouds, and (d-f) three example views of the dense point cloud



(a) LCS: example images

(b) LCS: sparse (c) LCS: dense

(d) LCS: clean
Figure 2: LCS: (a) Example images from the dataset and example views of the (b) sparse, (c) dense, and (d)
clean resulting point clouds.



(a) LCS: top view (b) LCS: 45° view

(c) LCS: side view
Figure 3: LCS: Three example views of the cleaned point cloud



(a) Palette: example images

(b) Palette: sparse (c) Palette: dense

(d) Palette: clean
Figure 4: Palette: (a) Example images from the dataset and example views of the (b) sparse, (c¢) dense, and (d)
clean resulting point clouds.



(a) Palette: side view (b) Palette: 45° view

(c) Palette: top view
Figure 5: Palette: Three example views of the cleaned point cloud



